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In this paper, we propose an Avatar-based intelligent agent technique for 3D Web-based virtual online communities based on distributed artificial intelligence, intelligent agent techniques, and knowledge bases in a digital library. One of the goals of this joint NSF (IIS-9980130) and ACM SIGGRAPH Education Committee (ASEC) project is to create a virtual community of educators and students who have a common interest in computer graphics, visualisation, and interactive techniques. In this virtual community (ASEC World) using VRML-based technology, Avatars represent the educators, students, and other visitors to the world. Intelligent agents represented as specially dressed Avatars will be available to assist the visitors to ASEC World. The basic Web client/server architecture of the intelligent knowledge-based avatars is given. Importantly, the intelligent Web agent software system for the 3D virtual community is implemented successfully. In the future, useful data and knowledge for a specific education application (or another application) will be input into the avatar database and the avatar rule base, and then the intelligent 3D Web agent software system will have real applications.
Introduction

In recent years, intelligent agent techniques and other advanced methods have been widely used in Web-based applications such as E-Commerce, Web search engines, Web mining, 3D Web applications, etc [1, 3–6, 11, 12, 19–22, 31, 33, 34]. Web based virtual communities; including educationally oriented ones is another potentially huge market that can combine intelligent agent technology, distributed systems, and digital libraries. Intelligent 3D agents are a new category of information society tools. We are studying intelligent agents applied to educational virtual communities. This paper focuses on using Avatar intelligent agents in a virtual online community. The major goal is to create a 3D-virtual community (ASEC World), using VRML based technology that provides access to the graphics and visualisation educational materials in the ASEC Digital Library (ASECDL) and common spaces for visitors to congregate and discuss their interests.

Developing a sense of community among Digital Library users and developers is one of the important issues supported by a NSF grant (IIS-9980130). Since the ASECIDL contains materials for instruction in computer graphics, visualisation, and interactive techniques, it primarily appeals to a visually oriented audience. As more computer users are exposed to 3D environments, online 3D virtual worlds are going to become more common and expected.

In this paper, a hybrid intelligent agent is developed based on 3D-graphics-based interface agents, information/knowledge agents and Internet agents. The objective of designing ASEC World with the hybrid intelligent agents is to generate a 3D world that will represent the virtual community. Each area or sub-world of ASEC World has agents. These 3D avatar agents with knowledge bases containing both domain-specific questions and relevant answers can move if they want to contact someone, talk when they need and disappear if necessary.

Architecture of Intelligent-Agents-Based Virtual World

Our interest in distributed multi-user environment was stimulated by a general interest in VRML and the practical application in education. The VRML approach is based on the following requirements:

i. **Openness:** The system should be open to as many hardware and software platforms as possible. It should not be designed for any specific application area.

ii. **Consistency:** All distributed users are supposed to have the same view. Manipulation by any users should have immediate effect.

iii. **Dynamics:** Users can enter and leave the virtual environment at any moment. New users will have an up-to-date view.
iv. Persistence: User manipulations will have effects after the user has left and disconnected from the system. The current state of the world will be saved.

v. Partitioning: Complex worlds should be partitioned to minimise the amount of necessary communication.

vi. Extensibility: The system should be implemented in a way that allows for easy extensibility concerning new communication protocols, new object behaviors and new functionality like inter-object collision handling.

vii. Database Interface: The system should have an interface to a database of objects, avatars and behaviours.

viii. Complex Behaviour: Object behaviour should not be limited to simple movements. A database of complex behaviours for objects like doors, windows, switches, and any kind of devices, 3D widgets and avatars is required.

Application Architecture

To make asynchronous updates possible a typical server would need a proxy object for each client. Even a not fully distributed implementation still has the asynchrony problem. A call to the server object might block the client until all other clients are notified. This is not desirable for frequent updates of attributes.

Tuplespaces are a type of decentralised distributed data structure. There are at least two readily available implementations in Java, Javaspaces and TSpaces. Tuplespaces in general do not have the notion of a distributed object but just of universally accessible storage. To implement a distributed object would mean to listen to new tuples matching a certain template and write a new tuple.

The model of our system is defined by three concepts. A room, which acts like a locale, defines a group of clients that communicate with each other. Moreover there can be objects that are contained in exactly one room at all times. These typically define VRML content that is rendered at the user clients. An object again may contain network states, which act like attributes of the object the changes of which are distributed to all clients. Moreover should it be possible to render more than one room in an appropriate client. Links should be defined that describe how one room is related to the other. This will happen on a pure spatial basis.

Details of Client Server Model

The architecture of the 3D world multi-user server environment is client/server based. The client/server is web-based with the server being hosted on the web server and the client connects to the server through a web browser through an Internet.

The client/server software architecture is a versatile, message-based and modular infrastructure that is intended to improve usability, flexibility, interoperability, and scalability as compared to centralised, mainframe, and time sharing computing [15]. The basic characteristics of client/server architectures are as follows:

1. Combination of a client or front-end portion that interacts with the user, and a server or back-end portion that interacts with the shared resource. The client process contains solution-specific logic and provides the interface be-
between the user and the application. The server process acts as a software engine that manages shared resources such as databases, printers, modems, or high powered processors.

2. The front-end and back-end tasks have fundamentally different requirements for computing resources such as processor speeds, memory, disk speeds and capacities, and input/output devices.

3. The environment is typically heterogeneous and multi vendor. The hardware platform and operating system of client and server are not usually the same. Client and server processes communicate through a well-defined set of standard application program interfaces (APIs) and remote procedure calls (RPCs).

4. An important characteristic of client/server systems is scalability. It can be scaled horizontally or vertically. Horizontal scaling means adding or removing client workstations with only a slight performance impact. Vertical scaling means migrating to a larger and faster server machine or multi servers. There is direct communication only between clients and the server; no modifications can be missed by the server.

5. The 3D virtual community requires allowing multiple users to connect to a centralised system as shown in Figure 1 below. The centralised system coordinates the activities of users with similar requests. The agent layer controls the communication between the user and centralised server. Thus the system can be divided into three architectures: Client Architecture, Server Architecture, and Agent Architecture.

---

**Figure 1** Client/Server Architecture

---

**Agent Architecture**

An agent can be assumed as a black box that receives a range of inputs. It uses its intelligence to process these inputs and produces an output. The major task of an agent is to use interaction modules that specifically match to the capabilities and particularities of the corresponding interaction partner. The agent uses interaction modules to obtain information and changes within its environment it also initiates
its own actions. The central task of agents is not to interact with the environment but rather process and interpret the perceived information and to achieve its own goals. The incoming information must be first integrated in an appropriate manner and accepted in agent's knowledge base. This process is called information fusion. The next step is to process this external information. This is the central component of the agent because it reflects the agent's true functionality. The agent architecture is shown in Figure 2 below.

The agent interacts with the users using its knowledge base for information processing. The users input are used in the information fusion task. The knowledge base resides on a relational database management system (RDBMS). The access to this RDBMS is through Java's open database connectivity JDBC. The agent stores and retrieves information for processing the information using this knowledge base.

The agent puts forth some questions in front of the user. These are the most frequently asked questions in the environment. The client replies to these frequently asked questions (FAQs) by selecting the appropriate questions. Or if he/she has some other questions he can put forth a completely new question related to the topic of the subject. If the client has requested for FAQ's then the agent refers to its knowledge base and based on this information he gives back the response. If the agent has been bombarded with a new question then the agent uses language processing to parse the keywords out of the question. The keywords are list of words to which lots of answers are related. Once the keywords are parsed the knowledge base is queried for results using the logical OR operation. The knowledge base returns relevant information to the agent, which in turn forwards to the client who requested this information. If the client agrees on that an email is posted to the administrator about this question. The administrator replies back to the user the answer and this updates the agent's knowledge base.
This virtual community is implemented on the client/server architecture on the web (see Figure 3 below). The multi-user environment is hosted on an HTTP server. The client accesses the server through the Internet using a Java applet. When the knowledge base is inadequate to answer the visitor's questions, the agent will contact other agents, or a member of the ASEC who can answer it and the answer is passed on to the visitor.

The agent works on its local knowledge base and in order to access other agents' knowledge it has to go through the central moderator that keeps track of the other agents' specific interests [13]. Thus the major functions of this agent would be Reactivity, Goal Orientation, Communication/co-operation, Reasoning, Autonomy, and Character.
The Virtual Environment

In order to allow multiple users in the single environment, information has to be shared between clients. Since these clients may be distributed over a heterogeneous network, any implementation has to be platform independent [17].

The virtual environments try to mimic the real world. In the virtual environment you create visual representation of a synthetic environment, acoustic and other sensual simulation is equally important.

In the shared environment the users has to be able to interact with the environment, and the objects in the environment. Thus the application has to provide the functionality, which permits the manipulation of the multimedia information [1, 36].

Relevant Technologies

Open technologies are optimal for satisfying the above requirements. The technologies include Java, VRML, EAI of the VRML, RDBMS. The implementation and authoring of multi-user environments requires thorough knowledge of VRML, Java, JavaScript, and the EAI.

Java is an object-oriented programming language developed by the Sun Microsystems. Java is an object-oriented programming language, which supports platform independence. Java code can be executed in HTML browsers and used as the scripting language in VRML. Java applets can open network connections to servers as well as present graphical user interface. Furthermore with the help of External Authoring Interface, it can access the VRML plug-in functionality [4] to display and control visual simulation. In traditional programming languages a compiler or a runtime interpreter is used to convert program source code into system specific binary code. The Java compiler does not directly translate the Java source code into binary code but Java byte code. This byte code is platform independent and can be executed without modification on all platforms that support Java. A Java interpreter developed for a particular platform is used to execute the byte code on the target platform. Thus Java uses both compiler (to create the byte code) and an interpreter (to execute the byte code). A virtual machine is used to execute the Java byte-code on the target platform. A virtual machine is added to the existing operating system of the target computer and provides a simulated runtime environment. Irrespective of the actual system platform Java virtual machine always provides a Java program with standardised runtime environment.

The Virtual Reality Modelling Language (VRML) is a file format for the description of dynamic scene graphs containing 3D objects with their visual appearance, multimedia content, event model, and scripting capabilities. VRML is designed to be used on the Internet and local client systems and to be used as an exchange file format. VRML is the universal language for integrated 3D graphics and multimedia [13]. VRML is designed based on following criteria:

1. **Author ability:** Enable the development of computer programs to create, edit and maintain VRML files as well as automatic translation programs for converting other commonly used 3D file formats into VRML files.
ii. **Composability:** Provide the ability to use and combine dynamic 3D objects in the VRML and thus allow re-usability

iii. **Extensibility:** Provide ability to add new object types not explicitly defined in VRML

iv. **Implementation:** Capable of implementation on a wide range of systems

v. **Performance:** Interactive performance on wide range of computing platforms

vi. **Scalability:** Enable arbitrarily large dynamic VRML worlds.

VRML browsers as well as authoring tools for the creation of VRML files are widely available. VRML supports extensibility model that allows new dynamic 3D-object and application communities to develop interoperable extensions [18].

The External Authoring Interface (EAI) connects the Java Virtual Machine running in the web browser to execute applets and plug in used to display VRML content as shown in Figure 3 below. It is accessed with a set of Java classes defined in the EAI Specification [29]. The client uses the EAI to control the visual simulation in the VRML plug-in. Thus EAI allows the external environment to access the nodes in the VRML scene using the existing VRML event model. In this model an eventOut of a given node can be routed to an eventIn of another node. When the eventOut generates an event the eventIn is notified and its node processes that event. Additionally, if the Script node has a reference to a given node it can send events directly to any eventIn of that node and it can read the last value sent from any of its eventOuts.

Navigation is possible by using plug-in controls therefore the plug-ins have to update the applet about the users current position and orientation, and pass events from the VRML scene. The External Authoring Interface allows four types of access into the VRML scene:

- Accessing the functionality of the Browser script interface,
- Sending events to eventIns of nodes inside the scene,
- Reading the last value sent from eventOuts of nodes inside the scene, and
- Getting notified when events change values of node fields inside the scene.

There are three main items in the VRML browser that can be accessed from an external application: The browser, nodes within the scene graph and fields within nodes. The VRML browser exposes a set of services, which allow the external application the JVM of applet to interact with it.

When multiple applications make request of the browser the request can be serviced in the order of arrival time. The arrival time is used to sort out conflicting request from the multiple applications to ensure consistent results.
Applications of ASEC World

The 3D gives an actual feeling of physical space to the virtual meeting space. It is easy for visitors to move around. The knowledge base is quite large and hence the visitors can get information about different subjects and for a particular subject, detailed knowledge is available. Other advantages include the following:

- reduced resource usage of the client,
- reduced network load, and
- a decentralised structure.

Many possible applications can be seen for the future. The information agents are used for information retrieval and filtering, news watcher, advising, focusing, and traffic. The co-operation agents can be used in Entertainment, Groupware, and Network Management/telecommunication. Transaction agents can be used in E-commerce, manufacturing and management of business process [13].

Case Study 1: A computer science professor from California logs in to ASEC World. As she walks into one of the common spaces she encounters another avatar that is an art professor from Georgia and also a professor from the University of Leeds, in the U.K., who teaches visualisation. They engage in a 3-way discussion about the possibilities of incorporating aspects of each other's disciplines into their own courses. The art professor mentions a book on drawing that illustrates how certain techniques can help a person focus in on what is important in an image and the Leeds professor decides he will look at it and incorporate parts of it into his class. They then ask an SV avatar if there are any examples of using art techniques directly in scientific visualisations. The SV responds by taking them to another area where a researcher has published such a paper and they can all look at the Van Gogh-like images that are actually representations of data. After further discussion the three of them decide to get together later and submit proposals to their respective Universities for interdisciplinary courses that they will jointly develop. From this example, we can see advantages of using a virtual world based on 3D graphics rather than plain text-based chats.

More and more applications are enjoying distributed 3D-computer Graphics and multi user environment, e.g. military simulations, virtual surgery, engineering, architecture, CBT, gaming, product presentation and virtual shopping malls. The development of MUSE has been driven forward in following fields:

1. Military Applications: The benefits of virtual environment for military purposes have been realised early: no danger of life or destruction, any real damage, strategic simulations in arbitrary terrain and landscapes, and simulation of vehicle prototypes. More possibilities are added if the environment is distributed: training of teams, scalability of the number of participants, installation in different separated locations, simulation with a combination of several military forces and semi-automated forces (SAFs).
ii. Entertainment: The entertainment sector offers a potentially large marketplace either for home-based or location-based entertainment. In the 1970s games like Adventure or Dungeon & Dragon spawned a new genre of role-playing games. MUD (Multi-User Dungeon) and their object-oriented versions became the generic descriptions for multi-user games. Home-entertainment devices fall in two categories: game consoles and PCs. Game consoles have little support for multi-user playing. The history of multi-player games and teaching systems goes back to the 1960s and culminated 1993 in Doom. More and more games with support for TCP/IP and protocol tunnelling reach the market. The notion of location-based entertainment describes multi-player gaming with specialised equipment in BattleTech centres or amusement parks.

iii. Research and commercial systems: The widespread use of the WWW makes computer supported collaborative work and virtual shopping applications more interesting for research and commerce.

iv. Cyber Shopping: The multi-user server environment is suited for creating virtual communities. These communities allowed shopping by actually allowing online shoppers to view the 3D objects and can get assistance in how to use system and shop in the cyberworld.

v. Virtual Teaching Environment: The virtual environment can be used to conduct online courses with students. There can be a good interaction between the students and no need to be physically present in the classroom.

vi. E-commerce: E-commerce can be business to client or client to business. The virtual environment combined with agent architecture can well fit into buying agents or selling agents that assist the users about the various products available over the Internet.

Conclusion

One of the goals of this joint NSF (IIS-9980130) and ACM SIGGRAPH Education Committee (ASEC) project is to create a virtual community of educators and students who have a common interest in computer graphics, visualisation, and interactive techniques. In this virtual community (ASEC World) Avatars will represent the educators, students, and other visitors to the world. Intelligent agents represented as specially dressed Avatars will be available to assist the visitors to ASEC World. ASEC World provides a prototype of the 3D virtual communities of tomorrow. It can simulate a virtual meeting space with avatars representing both visitors and intelligent agents. Students, faculty, and other visitors are able to communicate more comfortably and more efficiently and use agents for quick access to information. This system is a multi-user VRML application. It enables several users to share a single VRML world. VRML events are distributed between the several instances of the VRML world on the different user computers. The system is split into a server program running on the web server where the VRML worlds and supporting HTML files. The agent is virtual helper who provides information for the users.
In the future, useful data and knowledge for a specific education application (or another application) will be input into the avatar database and the avatar rule base, and then the intelligent 3D Web agent software system will have real applications.
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